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The detection of regions that deviate from the training data is an 
important, yet challenging task.
Little research is directed towards the unsupervised 
segmentation of anomalies in natural images.

Existing methods focus on generative models such as 
autoencoders or generative adversarial networks.

Pretrained feature extractors provide powerful embeddings that 
can be used for anomaly detection.

Motivation
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Used for training and testing. Used exclusively for testing.
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Inference on anomaly-free and anomalous images. 
Anomalous regions yield: 
          Increased regression errors   . 
          Increased predictive variances   .

Training on anomaly-free images only: 
Pretrained Teacher Network: 
          Outputs local descriptors for each input pixel. 
Ensemble of Student Networks: 
          Regress Teacher's output during training.
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Quantitative Results

Anomaly segmentation results on the MVTec AD dataset. 
(CVPR 2019 - https://www.mvtec.com/company/research/datasets)
The normalized area under the Per-Region Overlap (PRO) 
curve is computed up to a FPR of 30%.
Our approach outperforms the state-of-the-art.
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Multiscale Anomaly Detection

When anomalies are small compared to the size of the receptive field, 
anomaly segmentation performance suffers.
The detection of some anomalies requires larger receptive fields to 
capture enough image context.

The design of our network architecture allows explicit control over the 
size of the receptive field    for both student and teacher networks.
Combining multiple anomaly detectors trained at different scales 
achieves robust anomaly segmentation for various defect sizes.

Teacher descriptors
Student predictions

Input              Ground Truth                                                                                                 Multiscale

Area under the PRO curve for different receptive fields 
and our multiscale approach.
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Teacher Pretraining

Train teacher network T on patches of natural 
images to output local feature descriptors.
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Triplet Loss, Decorrelation Loss Knowledge Distillation

Knowledge is distilled from a powerful but 
computationally expensive pretrained network P.

Alternatively, the teacher can be trained with metric 
learning techniques, e.g., triplet learning.

The patch-based network T is transformed to 
output dense descriptors for each input pixel.

This avoids expensive strided evaluations and 
enables real-time application of our approach.

Loss

Key Contributions

A novel framework for unsupervised anomaly detection based on 
student-teacher learning.

A pretrained teacher network is constructed to output 
discriminative embedding vectors for local image regions.

Anomaly scoring is based on the students' ability to mimic 
the teacher, and on their predictive variance.
Explicit control over the networks' receptive fields allows for 
anomaly detection at multiple scales.


